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Introduction 

 

Recently, two fundamentals of banking operations have received widespread attention from 

regulators and markets: capital and liquidity. Aggregated microeconomic inadequacies in 

these two variables generated systemic financial instability which led to the most costly and 

globalised crisis since the Great Depression (Claessens et. al., 2010). 

Anomalously, few studies have examined the direct impact of capital adequacy and liquidity 

on banking crisis probabilities
2
 and certainly none, to our knowledge, on Latin American and 

Asian banking systems. Since tighter international standards in these variables are advocated 

by regulators, there should be a measurable reduction in banking crisis probabilities across 

regions, including in emerging markets. Without this, stricter capital and liquidity 

requirements may tax credit provision and cause more disintermediation in some regions 

compared to others.    

The banking crisis literature to date generates different and often conflicting conclusions 

some of which have been used to underpin policymakers’ changes to existing regulations
3
. 

Invariably such studies rely on diverse ranges of cross-sections, time periods, variables and 

estimators and yet, alternative models are not routinely compared in any systematic way; 

factors such as the type of estimator, the informational content of competing indicators and 

the forecasting value of models all have a bearing on regulators’ claims that stricter capital 

and liquidity standards are necessary to reduce future systemic failures. 

This paper addresses some of these deficiencies in the literature by focusing on the role of 

capital and liquidity specifically in Latin America and Asia. We have painstakingly collected 

capital adequacy data for a sample of 14 banking systems covering 1980 – 2010. As a 

preliminary assessment of these new series and “standard” crisis determinants we use an 

event study approach which identifies variables that behave significantly differently during 

periods of instability and tranquillity. 

Capital and liquidity are then introduced in a logit framework alongside standard banking 

crisis determinants to see if, as Basel III assumes, healthier capital and liquidity positions 

reduce crisis probabilities in these regions. We find that capital and liquidity do mitigate 

crises but only in a pooled sample since the relative importance of each differs between 
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The regulator can now set � such that  

���� ���� � � � 1 � �                                             �3�         

As Gordy (2003) suggests, bank portfolios of consumer loans may be granulated enough to 

diversify away considerable amounts of idiosyncratic risk but becaus
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once limited liability (deposit insurance) exists, Rochet (1992) shows that risk based capital 

rules cannot eliminate moral hazard. Hence whilst capital theoretically reduces crisis risk, in 

practice this effect will be subject to the practices of the banking system and the institutional 

framework it operates under. Hence the expected negative relationship between capital 

adequacy and crisis probability may not always hold empirically.  

 

2.2 Liquidity Risk and Banking Crises 

Liquidity is important for bank stability from two perspectives: the funding side and the 

market’s assessment of banks asset quality. The two channels are strongly linked in that 

deteriorations of asset prices can compromise a bank’s ability to raise funds in the market. At 

the same time, acceptance of this liquidity risk is an inherent part of banks’ activities as 

qualitative asset transformers in the process of providing liquidity insurance to depositors. 

In the seminal papers of Bryant (1980) and Diamond and Dybvig (1983), banks are modelled 

as liquidity insurance providers.  Assuming depositors are risk-averse, banks are risk neutral 

and in the face of potential liquidity shocks, the Pareto-optimal allocation of endowment 

occurs when depositors allocate funds to banks under a fractional reserve system. This 

outcome dominates autarky and bond market allocations but results in an inherently unstable 

situation since banks must invest in illiquid projects whilst maintaining solvency under the 

assumption that in aggregate, withdrawals will satisfy a known probability (the likelihood of 

a liquidity shock). However, if a patient depositor anticipates other depositors will withdraw, 

she is also forced (in the absence of liquidity shocks) to withdraw, since early liquidation of 

illiquid projects means banks’ asset values are less than its liabilities.  

Withdrawal of funds due to a lack of co-ordination amongst depositors leads to an inefficient 

allocation via bank runs which are associated with systemic banking crises (Demirguc-Kunt 

and Detragiache, 1998) and strongly dependent on expectations. This latter channel creates 
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Nevertheless, it is reasonable to assume that where a bank did enter the list, it would have 

been systemically important (in the “too-big-to-fail” sense) and thus its capital ratio would be 

correlated with the health of the financial system. Hence although our capital data may not 

contain all the variance associated with a particular banking system, it should be broadly 

representative of its capital soundness. Full details of the bank coverage for each country are 

given in the data appendix
7
. 

From 1998 onwards, we revert to the IMF’s Global Financial Stability Reports to obtain 

capital adequacy ratios for the entire banking system. Like The Banker, these data are risk 

weighted according to BIS regulatory requirements. The final va
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debt crises. There have been relatively few event studies
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where Yit is the banking crisis dummy for country i at time t, β is the vector of coefficients, 

Xit is the vector of explanatory variables and F(β Xit) is the cumulative logistic distribution. 

The log likelihood function which is used to obtain actual parameter estimates is given by:  
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Although the signs on the coefficients are easily interpreted as representing an increasing or 

decreasing effect on crisis probability, the marginal values are not as intuitive to interpret. 

Equation (2) shows the coefficients on Xit are not constant marginal effects of the variable on 

banking crisis probability since the variable’s effect is conditional on the values of all other 

explanatory variables at time t. Rather, the coefficient ßi represents the effect of Xi when all 

other variables are held at their sample means. The logistic EWS has the benefit of being 

easily replicable by policy makers concerned with potential systemic risk in their countries. 

Unlike many extant studies which use contemporaneous independent variables (e.g. 

Demirguc-Kunt and Detragiache, 1998; 2005), we lag all independent variables so as to 

obtain a valid EWS (see Barrell et. al, 2010). We also test down from a general equation with 

all variables included to the simplest equation with all remaining significant variables. At 

each stage of the testing down procedure we assess the loss of predictive ability of the 

resulting model using a ROC analysis (see Section 3.4).  

 

3.4 ROC Curves 

Receiver operating characteristic (ROC) curves test the “skill” of binary classifiers and hence 

can be used to discriminate between competing models. In the context of logit estimators, 

probabilistic forecasts can be classified for accuracy against a continuum of thresholds. This 

generates a true positive rate and true negative rate for each threshold and correspondingly a 

false positive and false negative rate. In the terminology of ROC analysis, the two variables 

of interest are: sensitivity (true positive rate) and 1 – specificity (i.e. 1 – the true negative rate, 

which is4.2263(t)4.21 150tgal to the false negative rate). Sensitivity is plotted on the y-axes and 1 – 

specificity on the x- axes, as shown in Figure 1.  

The true positive and false negative rates encapsulate the correspondence between 

probabilistic forecasts and actual binary events and generate a two dimensional co-ordinate in 

the ROC space. In turn, the mapping between these co-ordinates and the thresholds (or 

decision criterion), define the ROC curve. Hence ROC curves are closely associated with the 

“power” of a binary predictor10. 

                                                             
10

 In practice, the ROC curve is rarely “smooth” as drawn in Figure 1 since the relationship between the true 

positive and false negative rates to the threshold is not necessarily monotonic over the range of thresholds.   
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PANEL 2: 

DOMESTIC CREDIT/ GDP 

                                POOLED                                                                               LATIN AMERICA                                                ASIA 

                                    

 









20 

 

          PANEL 6: 

         GDP GROWTH (%) 

                              POOLED                                                                     LATIN AMERICA                                                        ASIA 

                                             

 

 

                                           

 

 

 

 

 

 

-4 -2
0

2 4 6 8

1
0

t-3
t-2

t-1
t

t+
1

t+
2

t+
3



21 

 

In the case of Asia, the liquidity position of banks was far more critical. Even during non-

crisis periods the average liquidity ratio was 23.4%, below the Latin American average of 

28%. Moreover in Asia, the decline was more protracted; even 3 years before crisis the 

starting level of liquidity was only 18% and persistent significant declines thereafter resulted 

in a ratio of 1.3% at crisis onset. 

These patterns accord with the chronology of Asian crises events where significant capital 

outflows resulting from a “flight to quality” left banks without access to financing. This may 

explain the post-crisis relapse in liquidity positions; although they temporarily improved 1 

year after crisis onset, by the following year, Asian banks’ liquidity ratios again fell 

significantly below their tranquil period levels. Hence liquidity ratios are a potential leading 

indicator for Asian crises but are less likely to be so in the case of Latin America. 

Domestic Credit/ GDP; M2/Reserves; Current Account/ GDP (Panels 2 and 3): Some 

variables we examine do not display anomalous behaviour during the pre-crisis windows; 

although there are deviations from the non-crisis mean in several cases, most of these are not 

especially significant in terms of the confidence intervals.  Exceptions include domestic 

credit/ GDP, the current account and M2/ reserves. 

The rises in domestic credit/ GDP in the pooled sam
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4.2 Logit Results 

Having identified different potential leading crisis indicators for Latin America and Asia 

using the event study methodology, we next discuss our results for the general to specific 

logit exercise. The logit results can be used to as
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Table 3: General to Specific Results for Pooled Sample 

Regression Number 1 2 3 4 5 6 7 8 9 10 

Terms of trade(-1) 

-0.013    

(0.029) 

-0.013    

(0.029) 

-0.014    

(0.024) 

-0.015    

(0.012) 

-0.016    

(0.007) 

-0.018    

(0.001) 

-0.019    

(0.001) 

-0.023    

(0) 

-0.02          

(0) 

-0.019    

(0) 

∆ Domestic Credit/ GDP(-1) 

0.049    

(0.051) 

0.049    

(0.051) 

0.049    

(0.052) 

0.049    

(0.056) 

0.053    

(0.031) 

0.055    

(0.026) 

0.053    

(0.034) 

0.052    

(0.03) 

0.065    

(0.005) 

0.069    

(0.002) 

Capital Adequacy Ratio(-1) 

-0.132    

(0.041) 

-0.132    

(0.041) 

-0.135    

(0.035) 

-0.147    

(0.02) 

-0.142    

(0.021) 

-0.131    

(0.024) 

-0.141    

(0.019) 

-0.153    

(0.007) 

-0.142    

(0.01) 

-0.145    

(0.006) 

Current Account Balance (% 

of GDP)(-1) 

-0.06    

(0.261) 

-0.06    

(0.261) 

-0.054    

(0.285) 

-0.062    

(0.2) 

-0.06    

(0.208) 

-0.069    

(0.152) 

-0.079    

(0.09) 

-0.081    
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. Table 4: General to Specific Results for Asia 

Regression Number 1 2 3 4 5 6 7 8 9 10 

Current Account Balance (% 
of GDP)(-1) 

-0.201    
(0.131) 

-0.211    
(0.108) 

-0.224    
(0.084) 

-0.242    
(0.062) 

-0.207    
(0.06) 

-0.195    
(0.04) 

-0.197    
(0.036) 

-0.199    
(0.036) 

-0.189    
(0.036) 

-0.194    
(0.012) 

Liquidity Ratio(-1) 
-0.075    
(0.209) 

-0.072    
(0.214) 

-0.088    
(0.053) 

-0.082    
(0.052) 

-0.079    
(0.054) 

-0.064    
(0.051) 

-0.063    
(0.051) 

-0.065    
(0.038) 

-0.071    
(0.025) 

-0.063    
(0.041) 

Terms of trade(-1) 
-0.019    
(0.344) 

-0.014    
(0.304) 

-0.017    
(0.157) 

-0.019    
(0.131) 

-0.02    
(0.092) 

-0.018    
(0.081) 

-0.016    
(0.059) 

-0.017    
(0.025) 

-0.016    
(0.026) 

-0.021    
(0) 

GDP per Capita(-1) 
0    
(0.305) 

0    
(0.303) 

0    
(0.189) 

0    
(0.229) 

0    
(0.26) 

0    
(0.343) 

0    
(0.331) 

0    
(0.354) 

0    
(0.331)   

Budget Balance (% of GDP)(-
1) 

0.337    (0.229) 
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Table 4 shows the competing models for the Asian economies. In contrast to the pooled 

results, elevated domestic credit/ GDP and insufficient capital adequacy do not appear to 

precede crises. Instead, the current account balance, terms of trade and liquidity ratios are 

important crisis predictors. These effects appear robust in that the coefficients remain fairly 

stable through nine rounds of variable deletions.  

The results accord with the chronology of the Asian crises: triggered by a reduction in 

demand for the region’s exports, current account imbalances financed by speculative capital 

inflows and deteriorating bank liquidity positions once these inflows revered. The results are 

also in line with the event studies which identifie
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interventions based on a wider set of target variables; any set of target variables that enter the 

EWS must be scrutinised by the policy maker and are likely to be enacted upon if deviations 

become significant. 

We may however be interested in the informational content of variables that do not survive 

the general to specific deletion process. Their removal may arise from variable interactions 

we cannot capture in a linear framework so that their ability to explain idiosyncratic crises is 

lost when we rank them against more dominant competitors. In such cases, the “skill” of the 

resulting parsimonious model may be inferior to the extended version containing the deleted 

variables.  

Policy makers with a strong aversion to crises will wish to call as many episodes as possible 

even at the cost of mistaken signals; for them the cost of a Type I error (failure to call a crisis) 

is higher than the cost of a Type II error (false alarm). On the other hand, if an extended 

model contains no additional informational value, the same policy maker may prefer the 

parsimonious version, assuming costs of monitoring and intervention exist. 
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Figure 2: ROC Curves for General to Specific Asia Model 

 

 Figure 3: ROC Curves for General to Specific Latin America Model 
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regression 4, which contains 6 more variables than the truncated model (budget balance, 

terms of trade, M2/reserves, current account, GDP growth and exchange rates). Given the 

increased monitoring costs that would result from using these extended models versus the 

succinct versions, we evaluate the loss in terms of crisis calls and non-crisis calls at the in-

sample threshold. These results are shown in Table 6. 

 

Table 6: Comparisons of Model Accuracy 

 

Asia Latin America 

 Regression Number Equation 5 Equation 10 Equation 4 Equation 10 

AUC 0.838 0.807 0.687 0.61 

Correct Crisis Calls (%) 7/8 (89%) 8/9 (89%) 7/10 (70%) 6/10 (60%) 

Correct Non-Crisis Calls (%) 
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Capital adequacy and liquidity ratios appear to supersede many “traditional” crisis 

determinants as leading indicators and can thus be used to improve EWS design for these 

regions. In this context, there are trade-offs between model simplicity, which implies less 

monitoring costs and complexity which may improve accuracy. However AUCs show that 

capital and liquidity can be used in a parsimonious model without any substantial loss in 

crisis predictive accuracy in either region. 

Our results have implications for Asian and Latin American financial regulators concerned 

with the impacts of Basel III on their banking systems. The increased capital and liquidity 

standards could have a beneficial impact in Latin America but higher capital ratios may 

unnecessarily tax Asian banks. Given that we find no direct role for credit growth, the impact 

of countercyclical capital buffers need to be evaluated in both regions. Our results provide a 

starting point for further analysis. 
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